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Abstract

We define geometric crystals and unipotent crystals for arbitrary Kac–Moody groups and describe
geometric and unipotent crystal structures on the Schubert varieties. We give some examples in
affine ŝl2-case.
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1. Introduction

The theory of crystal base introduced by Kashiwara succeeds in being applied to many
areas in mathematics and mathematical physics to clarify their combinatorial behavior.
One of the reasons why it can be well-applied is that it allows not only “real crystals” but
also “virtual crystals”, e.g.,Bi (seeSection 6), B∞ (seeSection 7), tλ (see[7]),etc, where
“virtual crystals” mean certain crystals not having the correspondingUq(g)-modules, which
are purely combinatorial objects. Some of them are obtained as ‘limit’ of real crystals and
they have good combinatorial properties, e.g., the crystalsBi andB∞ are regarded as some
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limits of real crystals. ‘Real one’ and ‘virtual’ one are deeply related to each other. Indeed,
the “real crystal”B(λ) (resp.B(∞)) is described as a subcrystal in infinitely many tensor
products of “virtual crystals”Bi’s (see[17–19]), whereB(λ) (resp.B(∞)) is a crystal
of the irreducible integrable highest weight moduleV (λ) (resp. a crystal of the subalgebra
U−q (g)). In this sense, the theory of crystals would cover wider area than usual representation
theory of the quantum algebraUq(g) does. Roughly, we can say that real crystal bases are
obtained by taking the limitq→ 0 from some bases ofUq(g)-modules, which is called
“crystallization”. But, “virtual” ones are not gotten by such crystallization procedure from
Uq(g)-modules.

Berenstein and Kazhdan clarify[1] that such “virtual crystals” also have some “real”
backgrounds as the “tropicalization/ultra-discretization” of “geometric crystals” for semi-
simple(reductive) groups.

Recently, by the ultra-discretization/tropicalization method, the relations between soliton
cellular automaton and crystals are revealed (see e.g.,[4,5]). In the meanwhile, it is well-
known that flag varietiesG/B (reps.G/P) plays a significant role in the soliton theory, where
G is an affine Kac–Moody group andB (resp.P) is its Borel (resp. parabolic) subgroup.
We would like to find the connection of affine flag varieties and geometric crystals. For
the purpose, we shall extend the theory of geometric/unipotent crystals[1] to Kac–Moody
setting. And then we shall define geometric/unipotent crystals on Schubert cells/varieties
associated with Kac–Moody groups. We consider some ‘positive structures’ on them (see
Section 5), and we show that some ultra-discretizations of the geometric crystals on Schubert
varieties are isomorphic to tensor products of some Kashiwara’s crystals. These results are
simple generalizations of the results in[1] for reductive setting to the one for the Kac–
Moody setting. Thus, in order to show the validity of the extension to Kac–Moody settings,
we shall present an interesting example for affineŝl2-case by showing that some geometric
crystals on affine Schubert cells/varieties are related to “perfect crystals”. They are affine
crystals associated with quantum affine algebras and play an important role in studying
vertex type solvable lattice models[9,10]. There exists some “limit” of perfect crystals[8]
denoted byB∞ and we shall see that an ultra-discretization of certain geometric crystal
on affine Schubert varieties coincides with thisB∞ for ŝl2-case. As for higher rank affine
cases, we will discuss in forthcoming papers.

The organization of the article is as follows; inSection 2we review briefly the theory
of Kac–Moody groups, ind-varieties and ind-groups. InSection 3, we define the notion of
unipotent crystals in Kac–Moody setting and their product structures. We also define the
notion of geometric crystals and give a recipe for obtaining canonically geometric crystals
from unipotent crystals following[1]. In Section 4, on finite Schubert cells/varieties we
induce the structure of unipotent/geometric crystals. InSection 5, we recall the notion
of positive structure on geometric crystals and define ultra-discretization/tropicalization
operations. We also consider certain positive structure of geometric crystals on Schubert
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cells and show that its ultra-discretization is isomorphic to (Langlands dual of) Kashiwara’s
crystalBi1 ⊗ · · · ⊗ Bil . In Section 6, we apply the result inSection 5to give a new proof
of braid-type isomorphisms[19]. In the last section, we shall see how to relate certain
geometric crystal on an affine Schubert cell and the limit of perfect crystalB∞ for ŝl2-case.

2. Kac–Moody groups and Ind-varieties

In this section, we review Kac–Moody groups following[13,15,22].

2.1. Kac–Moody algebras and Kac–Moody groups

Fix a symmetrizable generalized Cartan matrixA = (aij)i,j∈I , whereI be a finite index
set. Let (t, {αi}i∈I , {hi}i∈I ) be the associated root data, wheret be the vector space overC

with dimension|I|+ corank(A), and{αi}i∈I ⊂ t∗ and{hi}i∈I ⊂ t are linearly independent
indexed sets satisfyingαj(hi) = aij.

The Kac–Moody Lie algebrag = g(A) associated withA is the Lie algebra overC
generated byt, the Chevalley generatorsei andfi (i ∈ I) with the usual defining relations
[13,15]. There is the root space decompositiong =⊕α∈t∗ gα. Denote the set of roots by
∆ := {α ∈ t∗|α �= 0, gα �= (0)}. SetQ =∑i Zαi, Q+ =

∑
i Z≥0αi and∆+ := ∆ ∩Q+.

An element of∆+ is called a positive root.
Define simple reflectionssi ∈ Aut(t) (i ∈ I) by si(h) := h− αi(h)hi, which generate

the Weyl groupW . We also define the action ofW on t∗ by si(λ) := λ− α(hi)αi. Set
∆re := {w(αi)|w ∈ W, i ∈ I}, whose element is called a real root.

Let g′ be the derived Lie algebra ofg andG∗ be the free group generated by the free
product of the additive groupsgα (α ∈ ∆re), with the canonical inclusioniα : gα ↪→ G∗.
For any integrableg′-module (V, π), a homomorphismπ∗V : G∗ −→ AutC(V ) is defined by
π∗V (iα(e)) = expπ(e). SetN∗ := ∩V :integrableKer(π∗V ) andG := G∗/N∗, which is called a
Kac–Moody group associated with the Kac–Moody Lie algebrag′. Letρ : G∗ → G be the
canonical homomorphism. Fore ∈ gα (α ∈ ∆re), define expe := ρ(iα(e)) andUα := expgα,
which is a one-parameter subgroup ofG. The groupG is generated byUα(α ∈ ∆re). LetU±
be the subgroups generated byU±α (α ∈ ∆re+ = ∆re∩Q+), i.e.,U± := 〈U±α|α ∈ ∆re+〉.

For anyi ∈ I, there exists a unique homomorphism;φi : SL2(C)→ G such that

φi

((
1 t

0 1

))
= exptei, φi

((
1 0

t 1

))
= exp tfi(t ∈ C).

SetGi := φi(SL2(C)),
xi(t) := exp tei, yi(t) := exp tfi, Ti := φi({diag(t, t−1)|t ∈ C}) andNi := NGi (Ti). Let

T (resp.N) be the subgroup ofG generated byTi (resp.Ni), which is called amaximal torus
inG andB± = U±T be the Borel subgroup ofG. We have the isomorphismφ : W

∼−→N/T
defined byφ(si) = NiT/T . An elementsi := xi(−1)yi(1)xi(−1) is inNG(T ), which is a
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representative ofsi ∈ W = NG(T )/T . DefineR(w) for w ∈ W by

R(w) := {(i1, i2, . . . , il) ∈ Il|w = si1si2 · · · sil},

wherel is the length ofw. We associate to eachw ∈ W its standard representativēw ∈
NG(T ) by

w̄ = s̄i1 s̄i2 · · · s̄il ,

for any (i1, i2, . . . , il) ∈ R(w).

2.2. Ind-variety and Ind-group

Let us recall the notion of ind-varieties and ind-groups (see[12]).

Definition 2.1. Let k be an algebraically closed field.

(i) A setX is anind-varietyoverk if there exists a filtrationX0 ⊂ X1 ⊂ X2 ⊂ · · · such
that
(a)

⋃
n≥0Xn = X.

(b) EachXn is a finite-dimensional variety overk such that the inclusionXn ↪→ Xn+1
is a closed embedding.

The ring of regular functionsk[X] is defined by
k[X] := lim←−

n

k[Xn].

(ii) A Zariski topologyon an ind-varietyX is defined as follows; a setU ⊂ X is open if
and only ifU ∩Xn is open inXn for anyn ≥ 0.

(iii) Let X andY be two ind-varieties with filtrations{Xn} and{Yn} respectively. A map
f : X→ Y is amorphismif for any n ≥ 0, there existsm such thatf (Xn) ⊂ Ym and
fXn : Xn→ Ym is a morphism. A morphismf : X→ Y is said to be anisomorphism
if f is bijective andf−1 : Y → X is also a morphism.

(iv) Let X andY be two ind-varieties. Arational morphismf : X→ Y is an equivalence
class of morphismsfU : U → Y whereU is an open dense subset ofX, and two
morphismsfU : U → Y andfV : V → Y are equivalent if they coincide onU ∩ V .

Lemma 2.2.

(i) A finite dimensional variety overk holds canonically an ind-variety structure.
(ii) If X andY are ind-varieties, thenX× Y is canonically an ind-variety by taking the

filtration

(X× Y )n := Xn × Yn.



Toshiki Nakashima / Journal of Geometry and Physics 53 (2005) 197–225 201

Definition 2.3. An ind-varietyH is called anind (algebraic)-groupif the underlying setH
is a group and the maps

H ×H −→ H H −→ H

(x, y) �→ xy x �→ x−1

are morphisms of ind-varieties.

Proposition 2.4. (Kumar[12])

(i) LetG be a Kac–Moody group andU±, B± be its subgroups as above. ThenG is an
ind-group andU±, B± are its closed ind-subgroups.

(ii) The multiplication maps

T × U −→ B U− × T −→ B−

(t, u) �→ tu (v, t) �→ vt

are isomorphisms of ind-varieties.

3. Geometric crystals and unipotent crystals

In this section, we define geometric crystals and unipotent crystals associated with Kac–
Moody groups, which is just a generalization of[1] to a Kac–Moody setting.

3.1. Geometric crystals

Let (aij)i,j∈I be a symmetrizable generalized Cartan matrix andG be the associated Kac–
Moody group with the maximal torusT . An element in Hom(T,C×) (resp. Hom(C×, T )) is
called acharacter(resp.co-character) of T . We define asimple co-rootα∨i ∈ Hom(C×, T )
(i ∈ I) by α∨i (t) := Ti. We have a pairing〈α∨i , αj〉 = aij.
Definition 3.1.

(i) Let X be an ind-variety overC, γ : X→ T be a rational morphism and a family of
rationalC-actionsei : C

× ×X→ X (i ∈ I);

ei : C
× ×X −→ X

(c, x) �→ eci (x).

The triplet χ = (X, γ, {ei}i∈I ) is a geometric pre-crystalif it satisfies {1} ×X ⊂
dom(ei), e1(x) = x and

γ(eci (x)) = α∨i (c)γ(x). (3.1)
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(ii) Let (X, γX, {eXi }i∈I ) and (Y, γY , {eYi }i∈I ) be geometric pre-crystals. A rational morphism
f : X→ Y is amorphism of geometric pre-crystalsif f satisfies that

f ◦ eXi = eYi ◦ f, γX = γY ◦ f.

In particular, if a morphismf is a birational isomorphism of ind-varieties, it is called
an isomorphism of geometric pre-crystals.

Letχ = (X, γ, {ei}i∈I ) be a geometric pre-crystal. For a wordi = (i1, i2, . . . , il) ∈ R(w)
(w ∈ W), setα(l) := αil ,α(l−1) := sil (αil−1), . . . , α(1) := sil · · · si2(αi1). Now for a wordi =
(i1, i2, . . . , il) ∈ R(w) we define a rational morphismei : T ×X→ X by

(t, x) �→ eti (x) := eα(1)(t)
i1

e
α(2)(t)
i2
· · · eα(l)(t)

il
(x).

Definition 3.2.

(i) A geometric pre-crystalχ is called ageometric crystalif for any w ∈ W , and anyi,
i ′ ∈ R(w) we have

ei = ei′ . (3.2)

(ii) Let (X, γX, {eXi }i∈I ) and (Y, γY , {eYi }i∈I ) be geometric crystals. A rational morphism
f : X→ Y is called amorphism(resp. anisomorphism) of geometric crystalsif it is a
morphism (resp. an isomorphism) of geometric pre-crystals.

The following lemma is a direct result from[1, Lemma 2.1]and the fact that the Weyl group
of any Kac–Moody Lie algebra is a Coxeter group[6, Proposition 3.13].

Lemma 3.3. The relations(3.2)are equivalent to the following relations:

e
c1
i e

c2
j = ec2

j e
c1
i if 〈α∨i , αj〉 = 0,

e
c1
i e

c1c2
j e

c2
i = ec2

j e
c1c2
i e

c1
j if 〈α∨i , αj〉 = 〈α∨j , αi〉 = −1,

e
c1
i e

c2
1c2

j e
c1c2
i e

c2
j = ec2

j e
c1c2
i e

c2
1c2

j e
c1
i if 〈α∨i , αj〉 = −2, 〈α∨j , αi〉 = −1,

e
c1
i e

c2
1c2

j e
c3

1c2

i e
c3

1c
2
2

j e
c1c2
i e

c2
j = ec2

j e
c1c2
i e

c3
1c

2
2

j e
c3

1c2

i e
c2

1c2

j e
c1
i if 〈α∨i , αj〉 = −3, 〈α∨j , αi〉 = −1.

Remark. If 〈α∨i , αj〉〈α∨j , αi〉 ≥ 4, there is no relation betweenei andej.

3.2. Unipotent crystals

In the sequel, we denote the unipotent subgroupU+ byU. We define unipotent crystals
(see[1]) associated to Kac–Moody groups.

The definitions below are as in[1].

Definition 3.4. LetX be an ind-variety overC andα : U ×X→ X be a rationalU-action
such thatα is defined on{e} ×X. Then, the pairX = (X,α) is called aU-variety. For
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U-varietiesX = (X,αX) andY = (Y, αY ), a rational morphismf : X→ Y is called aU-
morphismif it commutes with the action ofU.

Now, we define theU-variety structure onB− = U−T . By Proposition 2.4, B− is an
ind-subgroup ofG and hence an ind-variety overC. The multiplication map inG induces
the open embedding;B− × U ↪→ G, which is a birational isomorphism. Let us denote the
inverse birational isomorphism byg;

g : G −→ B− × U.

Then we define the rational morphismsπ− : G→ B− andπ : G→ U byπ− := projB− ◦ g
andπ := projU ◦ g. Now we define the rationalU-actionαB− onB− by

αB− := π− ◦m : U × B− −→ B−,

wherem is the multiplication map inG. Then we obtainU-varietyB− = (B−, αB− ).

Definition 3.5.

(i) Let X = (X,α) be aU-variety andf : X→ B− be aU-morphism. The pair (X, f ) is
called aunipotentG-crystalor, for short,unipotent crystal.

(ii) Let (X, fX) and (Y, fY ) be unipotent crystals. AU-morphismg : X→ Y is called
a morphism of unipotent crystalsif fX = fY ◦ g. In particular, if g is a birational
isomorphism of ind-varieties, it is called anisomorphism of unipotent crystals.

We define a product of unipotent crystals following[1]. For unipotent crystals (X, fX),
(Y, fY ), define a morphismαX×Y : U ×X× Y → X× Y by

αX×Y (u, x, y) := (αX(u, x), αY (π(u · fX(x)), y)). (3.3)

If there is no confusion, we use abbreviated notationu(x, y) for αX×Y (u, x, y).

Theorem 3.6 (Berenstein and Kazhdan[1]).

(i) The morphismαX×Y defined above is a rationalU-morphism onX× Y .
(ii) Let m : B− × B− → B− be a multiplication morphism andf = fX×Y : X× Y →

B− be the rational morphism defined by

fX×Y := m ◦ (fX × fY ).

ThenfX×Y is aU-morphism and(X × Y, fX×Y ) is a unipotent crystal, which we call
a product of unipotent crystals(X, fX) and(Y, fY ).

(iii) Product of unipotent crystals is associative.
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3.3. From unipotent crystals to geometric crystals

For i ∈ I, setU±i := U± ∩ s̄iU∓s̄−1
i andUi± := U± ∩ s̄iU±s̄−1

i . Indeed,U±i = U±αi .
Set

Y±αi := 〈x±αi (t)Uαx±αi (−t)|t ∈ C, α ∈ ∆re
± \ {±αi}〉.

Lemma 3.7 (Kumar et al.[12,14]). For a simple rootαi (i ∈ I), we have:

(i) Y±αi = Ui±.
(ii) U± = U±i · Y±αi (semi-direct product).

(iii) s̄iY±αi s̄
−1
i = Y±αi .

By this lemma, we have the unique decomposition;

U− = U−i · Y±αi = U−αi · Ui−.

By using this decomposition, we get the canonical projectionξi : U− → U−αi . Now, we
define the function onU− by

χi := y−1
i ◦ ξi : U− −→ U−αi −→ C,

and extend this to the function onB− by χi(u · t) := χi(u) for u ∈ U− and t ∈ T . For a
unipotentG-crystal (X, fX), we define a functionϕi := ϕXi : X→ C by

ϕi := χi ◦ fX,

and a rational morphismγX : X→ T by

γX := projT ◦ fX : X→ B− → T, (3.4)

where projT is the canonical projection. Suppose that the functionϕi is not identically zero
onX. We define a morphismei : C

× ×X→ X by

eci (x) := xi
(
c − 1

ϕi(x)

)
(x). (3.5)

Theorem 3.8 ([1]). For a unipotentG-crystal(X, fX), suppose that the functionϕi is not
identically zero for anyi ∈ I. Then the rational morphismsγX : X→ T and ei : C

× ×
X→ X as above define a geometricG-crystal(X, γX, {ei}i∈I ), which is called the induced
geometricG-crystals by unipotentG-crystal(X, fX).

Note that in[1], the casesϕi ≡ 0 for somei ∈ I are treated by considering Levi subgroups
of G. But here we do not treat such things.

The following product structure on geometric crystals are most important results in the
sense of comparison with the tensor product theorem in Kashiwara’s crystal theory.
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Proposition 3.9. For unipotentG-crystals(X, fX) and(Y, fY ), set the product(Z, fZ) :=
(X, fX)× (Y, fY ), whereZ = X× Y . Let(Z, γZ, {ei}) be the induced geometricG-crystal
from (Z, fZ). Then we obtain:

(i) γZ = m ◦ (γX × γY ).
(ii) For eachi ∈ I, (x, y) ∈ Z:

ϕZi (x, y) = ϕXi (x)+ ϕYi (y)

αi(γX(x))
. (3.6)

(iii) For any i ∈ I, the actionei : C
× × Z→ Z is given by: eci (x, y) = (ec1i (x), ec2i (y)),

where

c1 =
cαi(γX(x))ϕXi (x)+ ϕYi (y)

αi(γX(x))ϕXi (x)+ ϕYi (y)
, c2 =

αi(γX(x))ϕXi (x)+ ϕYi (y)

αi(γX(x))ϕXi (x)+ c−1ϕYi (y)
. (3.7)

Here note thatc1c2 = c. The formulac1 andc2 in [1] seem to be different from ours.
Thus, we give the proof of (iii). Others are obtained by the same way as in[1].

Proof. By using the result (ii), we have

ϕZi (x, y) = ϕXi (x)+ ϕYi (y)

αi(γX(x))
.

Here we setA := (c − 1)/ϕZi (x, y) for (x, y) ∈ Z. Since by (3.3) we have

eci (x, y) = xi(A)(x, y) = (xi(A)(x), π(xi(A) · fX(x))(y)),

we get (c1− 1)/ϕXi (x) = A, and then we obtainc1 in (3.7).
Let us seec2. Writing fX(x) = u · t (u ∈ U−, t ∈ T ), by Lemma 3.1 (3.2) in[1], we get

π(xi(A) · fX(x)) = xi((A−1+ χi(u)−1)−1αi(t
−1))

Sinceχi(u) = ϕi(x) andαi(t) = αi(γX(x)), we obtain

π(xi(A) · fX(x)) = xi
(

A

(1+ Aϕi(x))αi(γX(x))

)
.

Now, set B = A/(1+ AϕXi (x))αi(γX(x)). Substituting A = (c − 1)/ϕZi (x, y) and
(c2− 1)/ϕYi (y) = B, we obtain the formulac2 in (3.7). �
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4. Crystal structure on Schubert varieties

4.1. Highest weight modules and Schubert varieties

As in Section 2, let G be a Kac–Moody group,B± = U±T (resp.U±) be the Borel
(resp. unipotent) subgroups inG andW be the associated Weyl group. Here, we have the
following Bruhat decomposition and Birkhoff decomposition.

Proposition 4.1 ([12,15,22]). We have

G =
⋃
w∈W

B+w̄B+ =
⋃
w∈W

U+w̄B+ (Bruhat decomposition), (4.1)

G =
⋃
w∈W

B−w̄B+ =
⋃
w∈W

U−w̄B+ (Birkhoff decomposition). (4.2)

Let J ⊂ I be a subset of the index setI andWJ := 〈si|i ∈ J〉 be the subgroup ofW
associated withJ . SetPJ := B+WJB

+ and call it a (standard)parabolic subgroupof G
associated withJ ⊂ I. The following lemma is well-known.

Lemma 4.2. Any coset inW/WJ contains a unique elementw∗ of minimal length, and for
anyw′ ∈ WJ , we havel(w∗w′) = l(w∗)+ l(w′).

We denote the set of the elementsw∗ as inLemma 4.2byWJ , which is a set of represen-
tatives ofW/WJ inW . There exist the following parabolic Bruhat/Birkhoff decompositions.

Proposition 4.3 ([12,15,22]). Let J be a subset ofI and, WJ andWJ be as above. Then
we have

G =
⋃

w∗∈WJ

U+w̄∗PJ, G =
⋃

w∗∈WJ

U−w̄∗PJ .

4.2. Unipotent crystal structure on Schubert variety

ForΛ ∈ P+ (P+ is the set of dominant integral weight), let us denote an integral highest
weight simple module with the highest weightΛ by L(Λ) [6] and its projective space by
P(Λ) := (L(Λ) \ {0})/C×. LetvΛ ∈ P(Λ) be the point corresponding to the line containing
the highest weight vector ofL(Λ) and set

X(Λ) := G · vΛ ⊂ P(Λ).

SetJΛ := {i ∈ I|〈hi,Λ〉 = 0}. By Proposition 4.3and the fact thatPJΛ is the stabilizer of
vΛ, we have the isomorphism betweenX(Λ) and the flag varietyG/PJΛ .

Proposition 4.4 ([15,22]). There is the following isomorphism and the decomposition;

ρ : G/PJΛ =
⋃

w∈WJΛ

U±w̄PJΛ/PJΛ
∼−→X(Λ)

g · PJΛ �→ g · vΛ
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Definition 4.5. We denote the imageρ(U+w̄PJΛ/PJΛ ) (resp.ρ(U−w̄PJΛ/PJΛ )) byX(Λ)w
(resp.X(Λ)w) and call it afinite (resp. co-finite)Schubert celland its Zariski closure in
P(Λ) byX(Λ)w (resp.X(Λ)w) and call it afinite (resp. co-finite)Schubert variety.

The names “finite” and “co-finite” come from the fact

dimX(Λ)w = l(w), codimX(Λ)X(Λ)w = l(w),

Indeed,X(Λ)w ∼= C
l(w). There exist the following closure relations:

X(Λ)w =
⊔

y≤w,y∈WJΛ

X(Λ)y, X(Λ)w =
⊔

y≥w,y∈WJΛ

X(Λ)y. (4.3)

Indeed, by[12, 7.1, 7.3]:

X(Λ)w andX(Λ)ware ind-varieties. (4.4)

Let us associate a unipotent crystal structure withX(Λ)w. Since by the definition ofX(Λ)w
andProposition 4.4, we haveX(Λ)w = U+w̄ · vΛ, the following lemma.

Lemma 4.6. Schubert cellX(Λ)w is aU-variety.

Next, let us construct aU-morphismX(Λ)w→ B−. For that purpose, we consider the
following: let w = si1si2 · · · sik be a reduced expression and setUw = U ∩ w̄U−w̄−1 and
Uw = U ∩ w̄Uw̄−1. Define

β1 = αi1, β2 = si1(αi2), . . . , βk = si1si2 · · · sik−1(αik ),

then we have

Uw := Uβ1 · Uβ2 · · ·Uβk .

This is a closed subgroup ofU and we have an isomorphism of ind (algebraic)-varieties
[22]

Uw ∼= Uβ1 × Uβ2 × · · · × Uβk ∼= C
k, (4.5)

by

Uw · w̄ = Uαi1 s̄i1 · Uαi2 s̄i2 · · · ·Uαik s̄ik
∼−→C

k,

xi1(a1)s̄i1 · xi2(a2)s̄i2 · · · · xik (ak)s̄ik �→ (a1, a2, . . . , ak). (4.6)

Lemma 4.7 ([22, 2.2]).

(i) We have a decomposition

U = Uw · Uw (4.7)
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and this decomposition is unique in the sense; if u1v1 = u2v2(ui ∈ Uw, vi ∈ Uw), then
u1 = u2 andv1 = v2.

(ii) For anyw ∈ WJΛ (Λ ∈ P+), there exists an isomorphism of ind(algebraic)-varieties

δ : Uw
∼−→X(Λ)w

u �→ u · vΛ

The following lemma is the first step for our purpose.

Lemma 4.8. For anyu ∈ U andw ∈ W , there exist uniqueu′ ∈ Uw · w̄ andv ∈ U such
thatuw̄ = u′v.
Proof. By Lemma 4.7(i), there are uniqueu′′ ∈ Uw and v′′ ∈ Uw such thatu = u′′v′′.
By the definitionUw = U ∩ w̄Uw̄−1, we havew̄−1v′′w̄ ∈ U. Thus, settingu′ = u′′w̄ and
v = w̄−1v′′w̄, we get the desired result. �

By using this decomposition, we define the following rational morphisms;

pw : U · w̄ −→ Uw · w̄
uw̄ �→ u′

pw : U · w̄ −→ U

uw̄ �→ v

Define a rationalU-action onUw · w̄ by

U × Uw · w̄ −→ Uw · w̄
(x, uw̄) �→ x(uw̄) := pw(xuw̄) = xuw̄ · pw(xuw̄)−1

Next, we show the following lemma.

Lemma 4.9. Letπ− : G→ B− andαB− : U × B− → B− be as inSection 3.2. For x ∈ U
anduw̄ ∈ Uww̄, we have

αB− (x, π−(uw̄)) = π−(x(uw̄)).

Proof. We have

π−(x(uw̄)) = x(uw̄) · π(x(uw̄))−1 = xuw̄ · pw(xuw̄)−1π(xuw̄ · pw(xuw̄)−1)−1

= xuw̄ · pw(xuw̄)−1pw(xuw̄)π(xuw̄)−1 (sincepw(xuw̄) ∈ U)

= xuw̄ · π(xuw̄)−1 = π−(xuw̄)

On the other hand,
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αB− (x, π−(uw̄)) = π−(xπ−(uw̄)) = xπ−(uw̄) · π(xπ−(uw̄))−1

= xuw̄ · π(uw̄)−1 · π(xuw̄ · π(uw̄)−1)−1

= xuw̄ · π(uw̄)−1 · π(uw̄) · π(xuw̄)−1 (sinceπ(uw̄) ∈ U)

= xuw̄ · π(xuw̄)−1 = π−(xuw̄),

which completes the proof. �
Define an isomorphism of ind (algebraic)-varieties

ζ : X(Λ)w
∼−→Uww̄

v �→ ζ(v) := δ−1(v)w̄,

wherew ∈ WJΛ andΛ ∈ P+. SinceX(Λ)w isU-orbit ofρ(w̄ · PJΛ/PJΛ ),U acts rationally
onX(Λ)w. We denote the action ofx ∈ U onv ∈ X(Λ)w by x(v).

Lemma 4.10.The isomorphismζ : X(Λ)w→ Uww̄ is aU-morphism.

Proof. It is sufficient to show thatζ(x(v)) = x(ζ(v)) for x ∈ U andv ∈ X(Λ)w. Setu =
δ−1(v) and then we havev = uw̄vΛ. SincevΛ is stable by the action ofU, i.e.,U · vΛ = vΛ,
we get

x(v) = pw(xuw̄)(vΛ).

Sincepw(xuw̄) ∈ Uww̄, we get

ζ(x(v)) = pw(xuw̄).

We also havex(ζ(v)) = x(uw̄) = pw(xuw̄) and thenζ(x(v)) = x(ζ(v)). �
Define a rational morphismfw : X(Λ)w→ B− by fw = π− ◦ ζ. The following is one

of the main results of this article.

Theorem 4.11. For Λ ∈ P+ andw ∈ WJΛ , letX(Λ)w be a finite Schubert cell andfw :
X(Λ)w→ B− be as defined above. Then the pair(X(Λ)w, fw) is a unipotentG-crystal.

Proof. We see thatX(Λ)w is aU-variety in Lemma 4.6. So, we may show thatfw is a
U-morphism. Forx ∈ U andv ∈ X(Λ)w, we get

fw(x(v)) = π−(ζ(x(v))) = π−(x(ζ(v))) = π−(x(uw̄)),

whereu = δ−1(v). On the other hand,

x(fw(v)) = x(π−(ζ(v))) = x(π−(uw̄)) = αB− (x, π−(uw̄)).

By Lemma 4.9, we obtainfw(x(v)) = x(fw(v)), which implies thatfw is aU-morphism.
�
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In the sense ofDefinition 3.5(ii), ζ is an isomorphism of unipotent crystals onX(Λ)w
andUww̄.

SinceX(Λ)w ↪→ X(Λ)w is an open embedding, they are birationally equivalent. Letω :
X(Λ)w→ X(Λ)w be the inverse birational isomorphism. Thus,f̄w := fw ◦ ω : X(Λ)w→
B− is aU-morphism. Then we have

Corollary 4.12. LetX(Λ)w be a finite Schubert variety and̄fw be defined as above. Then
the pair(X(Λ)w, f̄w) is a unipotentG-crystal.

Remark.Note that for allw ≤ w′, we have the closed embeddingX(Λ)w ↪→ X(Λ)w′ [22],
and the isomorphism

X(Λ)
∼−→ lim−→

w∈WJΛ
X(Λ)w.

Nevertheless, in general, we do not obtain a unipotent crystal structure onX(Λ) by using
this direct limit since fory < w, the rational morphismfw : X(Λ)w→ B− is not defined
onX(Λ)y.

4.3. Geometric crystal structure onX(Λ)w

As we have seen inSection 3.3, we can associate geometric crystal structure with the
finite Schubert cell (resp. variety)X(Λ)w (resp.X(Λ)w) since we have shown that they are
unipotentG-crystals.

Now, let us verify the condition by which the functionϕi : X(Λ)w→ C is not identically
zero.

We recall the formula:

xi(a)yj(b) =
yi

(
b

1+ ab
)
α∨i (1+ ab)xi

(
a

1+ ab
)

if i = j,
yj(b)xi(a) if i �= j.

(4.8)

Hence, we have

xi(c)s̄i = yi
(

1

c

)
α∨i (c)xi

(
−1

c

)
, (4.9)

wheres̄i = xi(−1)yi(1)xi(−1). We also have

α∨i (a)xj(b) = xj(aaij b)α∨i (a), α∨i (a)yj(b) = yj(a−aij b)α∨i (a). (4.10)

By the formula(4.8), (4.9), and (4.10), we obtain

xi(a) ·
(
yj

(
1

c

)
α∨j (c)

)
=
(
yj

(
1

c

)
α∨j (c)

)
· xi(c−ajia) (i �= j), (4.11)

xi(a) ·
(
yi

(
1

c

)
α∨i (c)

)
=
(
yi

(
1

a+ c
)
α∨i (a+ c)

)
· xi

(
a

ac + c2

)
. (4.12)

Due to these formula, we get the following lemma.
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Lemma 4.13. For w = si1si2 · · · sik ∈ W (reduced expression) and c1, c2, . . . , ck ∈ C
×,

there existc′1, c
′
2, . . . , c

′
k such that

π−(xi1(c1)s̄i1 · xi2(c2)s̄i2 · · · xik (ck)s̄ik )

= yi1
(

1

c′1

)
α∨i1(c′1) · yi2

(
1

c′2

)
α∨i2(c′2) · · · yik

(
1

c′k

)
α∨ik (c

′
k). (4.13)

For w ∈ W , letw = si1si2 · · · sik be one reduced expression and set

I(w) := {i1, i2, . . . , ik}.

Indeed, this does not depend on the choice of reduced expressions sinceW is a Coxeter
group. ByLemma 4.13, we get

Lemma 4.14.For w ∈ W andi ∈ I, if i ∈ I(w), then the functionϕi : X(Λ)w→ C is not
identically zero.

Now, byTheorem 3.8, we have

Theorem 4.15. For w ∈ W , suppose thatI = I(w). We can associate the geometricG-
crystal structure with the finite Schubert cellX(Λ)w (resp. varietyX(Λ)w) by setting(see
(3.4)and(3.5))

γw := projT ◦ fw(resp. γw := projT ◦ f̄w), eci (x) = xi
(
c − 1

ϕi(x)

)
(x),

whereprojT : B− = U−T → T .

We denote this induced geometric crystal by (X(Λ)w, γw, {ei}i∈I ) (resp.
(X(Λ)w, γw, {ei}i∈I )). This geometric/unipotent crystal (X(Λ)w, γw, {ei}i∈I ) is real-
ized inB− in the following sense.

Proposition 4.16.For w = si1 · · · sik , define

B−w := {Yw(c1, . . . , ck) := yi1
(

1

c1

)
α∨i1(ci1) · · · yik

(
1

ck

)
α∨ik (cik ) ∈ B−|ci ∈ C

×}.

and U-actions onB−w by

u(Yw(c1, . . . , ck)) := π−(u · Yw(c1, . . . , ck)) (u ∈ U).

ThenX(Λ)w andB−w are birationally equivalent viafw and isomorphic as unipotent crys-
tals. Moreover, they are isomorphic as induced geometric crystals.
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Proof. By Lemma 4.13, it is sufficient to show that they are birationally equiv-
alent to each other and then we may show thatUw · w and B−w are birationally
equivalent via π−. For that purpose, since we have the isomorphism (4.6) and
the birational isomorphismB−w ∼= (C×)k, it suffices to show that the correspondence
(c1, . . . , ck)←→ (c′1, . . . , c

′
k) in (4.13) is birational. In (4.13), eachc′i is a rational func-

tion in c1, c2, . . . , ci obtained by composing the birational morphisms defined by (4.11)
and (4.12) (in particular,c1 = c′1), which implies thatUw · w andB−w are birationally
equivalent. �

Example 4.17. We consider the caseG = SLn+1(C), i.e., the Cartan matrixA = (aij)i,j∈I
is given by;aii = 2, aii±1 = −1 andaij = 0 otherwise. HereI = {1,2, . . . , n}. Takew̃ =
s1s2 · · · sn ∈ W . In this case, we can easily find thatI = I(w̃) and

π−(x1(c1)s̄1x2(c2)s̄2 · · · xn(cn)s̄n)

= y1

(
1

c1

)
α∨1 (c1)y2

(
1

c2

)
α∨2 (c2) · · · yn

(
1

cn

)
α∨n (cn).

Here changing the coordinate byci = a1a2 · · · ai and identifyingyi(a) = In + aEi+1 i, we
obtain

fw̃(X(Λ)w̃) =


u(a) :=



a1

1 a2

1 ·
· ·
· ·
an

1 1
a1···an


; ai ∈ C

×


wherea = (a1, . . . , an+1) anda1a2 · · · an+1 = 1. By using this explicit presentation, we
describe the geometric crystal structure offw̃(X(Λ)w̃). Sinceϕi(u(a)) = 1/ai, we have

eci (u(a)) = xi(ai(c − 1)) · u(a) · xi(ai+1(c−1− 1))

= u(a1, . . . , cai, c
−1ai+1, . . . , an+1).

Furthermore, we have

γw̃(x1(c1)s̄1x2(c2)s̄2 · · · xn(cn)s̄n) = α∨1 (c1)α∨2 (c2) · · ·α∨n (cn).

5. Tropicalization of crystals and Schubert varieties

We use the same notations as in the previous sections unless otherwise stated. We intro-
duce a positive structure on geometric crystals and their ultra-discretizations and tropical-
izations following[1, Sect. 2.5].
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Let T be an algebraic torus overC andX∗(T ) (resp.X∗(T )) be the lattice of characters
(resp. co-characters) ofT . LetR := C[[c]][ c−1] and setL(T ) := {φ ∈ Hom(OT ,R)} (OT
is the ring of regular functions onT ), which is called a set offormal loopsonT . Here we
specify the discrete valuation

v : R \ {0} −→ Z∑
n>−∞ ancn �→ −min{n ∈ Z|an �= 0}.

For anyφ ∈ L(T ), set degT (φ) := v ◦ φ|X∗(T ). Since forf1, f2 ∈ R \ {0}
v(f1f2) = v(f1)+ v(f2), (5.1)

degT (φ) can be considered as an element inX∗(T ) = Hom(X∗(T ),Z). Hence, degT
can be seen as a map degT : L(T )→ X∗(T ). For anyλ∨ ∈ X∗(T ), defineLλ∨ (T ) :=
deg−1

T (λ∨) ⊂ L(T ). Since deg−1
T (λ∨) has an irreducible pro-C variety structure andL(T ) =⊔

λ∨∈X∗(T ) Lλ∨ (T ), the set of irreducible componentsπ0(L(T )) = {Lλ∨ (T )|λ∨ ∈ X∗(T )}
can be identified withX∗(T ), i.e.,degT induces the bijection˜degT : π0(L(T ))

1:1−→X∗(T ).
More explicitly, set T = (C×)l and identify L(T ) with (R×)l. For λ∨(c) =

(cm1, cm2, . . . , cml ) (mj ∈ Z), we have

Lλ∨ (T )=

b1c

−m1+
∑

n>−m1

anc
n, . . . , blc

−ml +
∑
n>−ml

anc
n

 : b1, . . . , bl �= 0

 .
Letf : T → T ′ be a rational morphism between two algebraic toriT andT ′. The morphism
f induces the rational morphism̃f : L(T )→ L(T ′) and then the mapπ0(f̃ ) : π0(L(T ))→
π0(L(T ′)), which defines the map deg(f ) : X∗(T )→ X∗(T ′).

A rational functionf (c) ∈ C(c) (f �= 0) is positiveif f can be expressed as a ratio of
polynomials with positive coefficients.

Remark.A rational functionf (c) ∈ C(c) is positive if and only iff (a) > 0 for anya > 0
(pointed out by M.Kashiwara).

If f1, f2 ∈ C(c)(⊂ R) are positive, then we have

v(f1f2) = v(f1)+ v(f2), (5.2)

v

(
f1

f2

)
= v(f1)− v(f2), (5.3)

v(f1+ f2) = max(v(f1), v(f2)). (5.4)
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Definition 5.1 ([1]). A rational morphismf : T → T ′ between two algebraic toriT, T ′ is
calledpositive, if the following two conditions are satisfied:

(i) For any co-characterλ∨ : C
× → T , the image ofλ∨ is contained in dom(f ).

(ii) For any co-characterλ∨ : C
× → T and any characterµ : T ′ → C

×, the composition
µ ◦ f ◦ λ∨ is a positive rational function.

Denote by Mor+(T, T ′) the set of positive rational morphisms fromT to T ′.

Lemma 5.2 ([1]). For any positive rational morphismsf ∈ Mor+(T1, T2) and g ∈
Mor+(T2, T3), the compositiong ◦ f is in Mor+(T1, T3).

By this lemma, we can define a categoryT+ whose objects are algebraic tori overC and
arrows are positive rational morphisms.

Lemma 5.3 ([1]). For any algebraic toriT1, T2, T3, and positive rational morphisms
f ∈ Mor+(T1, T2), g ∈ Mor+(T2, T3), we have

deg(g ◦ f ) = deg(g) ◦ deg(f ).

By this lemma, we obtain a functor

UD : T+ −→ Set
T �→ X∗(T )

(f : T → T ′) �→ (deg(f ) : X∗(T )→ X∗(T ′)))

Definition 5.4 ([1]). Let χ = (X, γ, {ei}i∈I ) be a geometric pre-crystal,T be an algebraic
torus andθ : T → X be a birational isomorphism. The isomorphismθ is calledpositive
structureonχ if it satisfies

(i) the rational morphismγ ◦ θ : T ′ → T is positive.
(ii) For anyi ∈ I, the rational morphismei,θ : C

× × T ′ → T ′ given by

ei,θ(c, t) := θ−1 ◦ eci ◦ θ(t)

is positive.

Applying the functorUD to positive rational morphismsei,θ : C
× × T ′ → T ′ andγ ◦ θ :

T ′ → T (the notations are as above), we obtain

ẽi := UD(ei,θ) : Z×X∗(T ′)→ X∗(T ′), γ̃ := UD(γ ◦ θ) : X∗(T ′)→ X∗(T ).

Now, for given positive structureθ : T ′ → X on a geometric pre-crystalχ = (X, γ, {ei}i∈I ),
we associate the triplet (X∗(T ′), γ̃, {ẽi}i∈I ) with a pre-crystal structure (see[1, 2.2]) and
denote it byUDθ,T ′ (χ). By Lemma 3.3, we have the following theorem.
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Theorem5.5.For any geometric crystalχ = (X, γ, {ei}i∈I ) and positive structureθ : T ′ →
X, the associated pre-crystalUDθ,T ′ (χ) = (X∗(T ′), γ̃, {ẽi}i∈I ) is a freeW-crystal (see[1,
2.2])

We call the functorUD “ultra-discretization” instead of “tropicalization” unlike in[1].
The term “tropicalization” here means the inverse tropicalization in[1]. More precisely, for
a crystalB, if there exists a geometric crystalχ, an algebraic torusT in T+ and a positive
structureθ onχ such thatUDθ,T (χ) ∼= B as crystals, we callχ a tropicalizationof B.

Now, we define certain positive structure on geometric crystalB−w (I = I(w), andw ∈
WJΛ ) and see that it turns out to be a tropicalization of (Langlands dual of) some Kashiwara’s
crystal.

For i ∈ I, letBi be the crystal defined by (see, e.g.[7])

Bi := {(x)i|x ∈ Z},
ẽi(x)i = (x+ 1)i, f̃i(x)i = (x− 1)i, ẽj(x)i = f̃j(x)i = 0 (i �= j),
wt(x)i = xαi, εi(x)i = −x, ϕi(x)i = x, εj(x)i = ϕj(x)i = −∞(i �= j).

For w = si1si2 · · · sik ∈ W and i = (i1, i2, . . . , ik) ∈ R(w), we define the morphism
θi : (C×)k → B−w by

θi(c1, c2, . . . , ck) := yi1
(

1

c1

)
α∨i1(c1) · · · yik

(
1

ck

)
α∨ik (ck). (5.5)

Similar statements to the following proposition are given in[1, Theorem 2.11]for reductive
cases. Here we show it for arbitrary Kac–Moody cases by direct methods.

Proposition 5.6.

(i) For any i ∈ R(w)(w ∈ W, I(w) = I), the morphismθi defined in(5.5) is a positive
structure on the geometric crystalB−w .

(ii) Geometric crystalB−w is a tropicalization of the Langlands dual of the crystalBi1 ⊗
Bi2 ⊗ · · · ⊗ Bik with respect to the positive structureθi(c1, c2, . . . , ck), or equivalently
UD(B−w) ∼= Langlands dual(Bi1 ⊗ · · · ⊗ Bik ) as crystals.

Proof. It is clear thatθi is a birational isomorphism. Since the rational morphismγ : B−w →
T is given by

γ

(
yi1

(
1

c1

)
α∨i1(c1) · · · yik

(
1

ck

)
α∨ik (ck)

)
= α∨i1(c1) · · ·α∨ik (ck),

we have thatγ ◦ θi is positive. In order to show thatei,θi : C
× × T ′ → T ′ is positive, we

see the explicit action ofeci onYw(c1, . . . , ck). First let us evaluateϕi(Yw(c1, . . . , ck)).

Lemma 5.7. For Y := yi1(a1) · · · yik (ak) ∈ U−, we have

ϕi(Y ) =
∑
ij=i

aij . (5.6)
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Proof. Let{j1, j2, . . . , jr}(j1 < j2 < · · · < jr) be the set of indices such thatijm = i. Then
we can write

Y = A0 · yi(aij1 ) · A1 · yi(aij2 ) · A2 · yi(aij3 ) · · ·Ar−1 · yi(aijr ) · Ar,

whereAs :=∏js<p<js+1
yip (aip )(j0 = 0, jr+1 = k + 1). Here we set

Bm := yi
(
−

∑
m<s≤r

aijs

)
· Am · yi

( ∑
m<s≤r

aijs

)
,

Then we have

Y = yi
 ∑

0<s≤r
aijs

 · (B0 · B1 · · ·Br). (5.7)

SinceB0 · B1 · · ·Br is in Y−αi and the decomposition (5.7) is unique byLemma 3.7, we
have

ϕi(Y ) =
∑

0<s≤r
aijs =

∑
ij=i

aij ,

which is the desired result. �
Set

C∗j := (c
ai1,ij
1 c

ai2,ij
2 · · · caij−1,ij

j−1 cj)
−1

(
C∗1 =

1

c1

)
,

whereai,j is an (i, j)-entry of the generalized Cartan matrixA. By (4.10), we have

Yw(c1, . . . , ck) = yi1(C∗1) · · · yik (C∗k )α∨i1(c1) · · ·α∨ik (ck).

Then byLemma 5.7, we obtain

ϕi(Yw(c1, . . . , ck))
∑
ij=i

C∗ij =
k∑
j=1

δi,ij

c
ai1,i

1 c
ai2,i

2 · · · caij−1,i

j−1 cj

. (5.8)

For c ∈ C andi ∈ I, define{Cj}1≤j≤k and{C̃j}0≤j≤k recursively by

C0 = c, C̃j = cj + δij,iCj−1, Cj =
Cj−1 · c

1−aij ,i
j

C̃j
.

Then, by using (4.11) and (4.12) repeatedly, we obtain

xi(c)(Yw(c1, . . . , ck)) = Yw(C̃1, . . . , C̃k). (5.9)



Toshiki Nakashima / Journal of Geometry and Physics 53 (2005) 197–225 217

It is easy to get the explicit form ofCj:

Cj =
c
∏j

m=1 c
1−aim,i
m∑

1≤m≤j,im=i c ·Dm +
∏j

m=1 cm
,

where

Dm := c1−ai1,i
1 · · · c1−aim−1,i

m−1 · cm+1 · · · cj−1cj.

Now, in (5.9) replacingc with (c − 1)/ϕi(Yw(c1, . . . , ck)) and using (5.8), we obtain

eci (Yw(c1, . . . , ck)) = xi
(

c − 1

ϕi(Yw(c1, . . . , ck))

)
(Yw(c1, . . . , ck))) =: Yw(C1, . . . , Ck),

where

Cj := cj ·
∑

1≤m≤j,im=i c/c
ai1,i

1 · · · caim−1,i

m−1 cm +
∑
j<m≤k,im=i 1/c

ai1,i

1 · · · caim−1,i

m−1 cm∑
1≤m<j,im=i c/c

ai1,i

1 · · · caim−1,i

m−1 cm +
∑
j≤m≤k,im=i 1/c

ai1,i

1 · · · caim−1,i

m−1 cm
.

(5.10)

By this formula, it is clear thatei,θi is positive. We have shown (i).
Next, in order to show (ii), we see the action of ˜eci onBi1 ⊗ · · · ⊗ Bik . Takebi = (b1)i1 ⊗

· · · ⊗ (bk)ik (i = (i1, . . . , ik), bj ∈ Z). Since the action of ˜ei on tensor products is described
explicitly in [7], we obtain

ẽci (bi) = (β1)i1 ⊗ · · · ⊗ (βk)ik ,

whereβj − bj

= max

 max
1≤m≤j,
im=i

(
c − bm −

∑
l<m

blai,il

)
, max

j<m≤k,
im=i

(
−bm−

∑
l<m

blai,il

)

−max

 max
1≤m<j,
im=i

(
c − bm −

∑
l<m

blai,il

)
, max

j≤m≤k,
im=i

(
−bm −

∑
l<m

blai,il

) .
(5.11)

Now, we know that (5.10) and (5.11) are related to each other by the tropicalization/ultra-
discretization operations:
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We have completed the proof of (ii). �

The formula similar to (5.10), (5.11) are given in[2, Sect.5.2.]for the longest element
w0 (in reductive cases).

The following formulae are an immediate consequence ofProposition 5.6and
Lemma 3.3, which are given implicitly in[7] and shown by direct method in[16].

Corollary 5.8. On the crystalBi1 ⊗ · · · ⊗ Bik , we have for anyc1, c2 ∈ Z≥0

ẽ
c1
i ẽ

c2
j = ẽc2

j ẽ
c1
i if 〈α∨i , αj〉 = 0,

ẽ
c1
i ẽ

c1+c2
j ẽ

c2
i = ẽc2

j ẽ
c1+c2
i ẽ

c1
j if 〈α∨i , αj〉 = 〈α∨j , αi〉 = −1,

ẽ
c1
i ẽ

2c1+c2
j ẽ

c1+c2
i ẽ

c2
j = ẽc2

j ẽ
c1+c2
i ẽ

2c1+c2
j ẽ

c1
i if 〈α∨i , αj〉 = −1, 〈α∨j , αi〉 = −2,

ẽ
c1
i ẽ

2c1+c2
j ẽ

3c1+c2
i ẽ

3c1+2c2
j ẽ

c1+c2
i ẽ

c2
j = ẽc2

j ẽ
c1+c2
i ẽ

3c1+2c2
j ẽ

3c1+c2
i ẽ

2c1+c2
j e

c1
i if 〈α∨i , αj〉 = −1, 〈α∨j , αi〉 = −3.

Remark.What we considered inExample 4.17is a different kind of positive structure on
B−w̃ wherew̃ = s1s2 · · · sn. More precisely, we define a rational morphism:

θ̃ : (C×)n −→ B−w̃
(a1, . . . , an) �→ y1( 1

c1
)α∨1 (c1) · · · yn( 1

cn
)α∨n (cn),

whereci = a1a2 · · · ai. Then it is easy to see thatθ̃ gives a positive structure onB−w̃ . Indeed,
since we have

eci (Yw̃(c1, . . . , cn)) = Yw̃(c1, . . . , ci−1,cci, ci+1, . . . , cn),

we obtain

ei,θ̃(c, (a1, . . . , an, an+1)) = (a1, . . . , cai, c
−1ai+1, . . . , an, an+1),

wherea1 · · · an+1 = 1. The ultra-discretization of the geometric crystal onB−w̃ with respect
to θ̃ is as follows. SetB̃ := {(x1, . . . , xn+1) ∈ Z

n+1|x1+ · · · + xn+1 = 0} and for x :=
(x1, . . . , xn+1) ∈ B̃, set

ẽci (x) = (x1, . . . , xi + c, xi+1− c, . . . , xn+1) (c ∈ Z≥0),
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andf̃ ci = ẽ−ci . ThenUDθ̃,Cn (B
−
w̃ , γ, {ei}) is the Langlands dual of the crystalB̃. The crystal

B̃ holds the similar structure to some limit of “crystal base for the symmetric tensor module”.

6. Tropical braid-type isomorphisms

As an application of the tropicalization/ultra-discretization given in the previous sec-
tion, we shall give a new proof of the braid-type isomorphisms of crystals[19]. In order
to do it, let us give the “tropical braid-type isomorphism” (similar formula is given in
[2]).

To prove the tropical braid-type isomorphism, we need the following well-known facts
(see e.g.,[3]).

Lemma 6.1. We have the following identities:

(i) TypeA2: setyαi+αj (t) = sjyi(t)s−1
j , we have

yi(a)yj(b) = yαi+αj (ab)yj(b)yi(a). (6.1)

(ii) TypeB2(〈α∨i , αj〉 = −2, 〈α∨j , αi〉 = −1): setyαi+αj (t) = sjyi(t)s−1
j andy2αi+αj (t) =

siyj(t)s
−1
i , we have

yi(a)yj(b) = y2αi+αj (a
2b)yαi+αj (ab)yj(b)yi(a), (6.2)

yi(a)yαi+αj (b) = y2αi+αj (2ab)yαi+αj (b)yi(a). (6.3)

(iii) TypeG2 (〈α∨i , αj〉 = −3, 〈α∨j , αi〉 = −1) : setyαi+αj (t) = sjyi(t)s−1
j , y2αi+αj (t) =

siyαi+αj (t)s
−1
i , y3αi+αj (t) = siy2αi+αj (−t)s−1

i andy3αi+2αj (t) = sjy3αi+αj (t)s
−1
j , we

have

yi(a)yj(b) = y3αi+2αj (a
3b2)y3αi+αj (a

3b)y2αi+αj (a
2b)yαi+αj (ab)yj(b)yi(a),

(6.4)

yαi+αj (a)y2αi+αj (b) = y3αi+2αj (3ab)y2αi+αj (b)yαi+αj (a), (6.5)

yj(a)y3αi+αj (b) = y3αi+2αj (−ab)y3αi+αj (b)yj(a). (6.6)

Proposition 6.2. (Tropical braid-type isomorphism)We have the following identities:

(i) TypeA2:

yi

(
1

c1

)
α∨i (c1)yj

(
1

c2

)
α∨j (c2)yi

(
1

c3

)
α∨i (c3) = yj

(
c1

c1c3+ c2

)
α∨j

(
c1c3+ c2

c1

)
yi

(
1

c1c3

)
α∨i (c1c3)yj

(
c1c3+ c2

c1c2

)
α∨j

(
c1c2

c1c3+ c2

)
.

(6.7)

(ii) TypeB2(〈α∨i , αj〉 = −2, 〈α∨j , αi〉 = −1):
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yi

(
1

c1

)
α∨i (c1)yj

(
1

c2

)
α∨j (c2)yi

(
1

c3

)
α∨i (c3)yj

(
1

c4

)
α∨j (c4)

= yj
(

1

d1

)
α∨j (d1)yi

(
1

d2

)
α∨i (d2)yj

(
1

d3

)
α∨j (d3)yi

(
1

d4

)
α∨i (d4),

where

d1 = c4+ 1

c2

(
c3+ c2

c1

)2

, d2 = c1c4+ c3+
c1c

2
3

c2
, (6.8)

1

d3
= 1

c2
+ 1

c2
2c4

(
c3+ c2

c1

)2

,
1

d4
= c4

c3
+ c3

c2
+ 1

c1
. (6.9)

(iii) TypeG2 (〈α∨i , αj〉 = −3, 〈α∨j , αi〉 = −1):

yi

(
1

c1

)
α∨i (c1)yj

(
1

c2

)
α∨j (c2)yi

(
1

c3

)
α∨i (c3)yj

(
1

c4

)
α∨j (c4)yi

(
1

c5

)
α∨i (c5)yj

(
1

c6

)
α∨j (c6) = yj

(
1

d1

)
α∨j (d1)yi

(
1

d2

)
α∨i (d2)yj

(
1

d3

)
α∨j (d3)yi

(
1

d4

)
α∨i (d4)yj

(
1

d5

)
α∨j (d5)yi

(
1

d6

)
α∨i (d6), (6.10)

where

d1 = 1

c2
2

(
c3+ c2

c1

)3

+ 1

c4

(
c5+ c4

c3

)3

+ 2c4

c2
+ 3c4

c1c3
+ 3c5

c1
+ 3c3c5

c2
+ c6,

(6.11)

d2 = c1

c4

(
c5+ c4

c3

)3

+ c1c3

c3
2

(
c3+ c2

c1

)3

+ 3c1c3c5

c2
+ 2c1c4

c2
+ 2c4

c3

+ c1c6+ 2c5, (6.12)

1

d5
= 1

c6

(
1

c4

(
c5+ c4

c3

)2

+ c3

c2
+ 1

c1

)3

+ c6

c4
+ 3c3c5

c2c4
+ 3c5

c1c4
+ 3

c1c3
+ 2

c2
, (6.13)

1

d6
= 1

c1
+ c3

c2
+ 1

c4

(
c5+ c4

c3

)2

+ c6

c5
, d3 = c2c4c6

d1d5
,

d4 = c1c3c5

d2d6
. (6.14)
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Proof. By Lemma 6.1, immediately we obtain theA2 andB2 cases. TheG2 case is quite
complicated to obtain the explicit form ofdj ’s. Using (4.10), (6.4), (6.5) and (6.6), we can
write the both sides of (6.10) in the form:

y3αi+2αj (A)y3αi+αj (B)y2αi+αj (C)yαi+αj (D)yj(E)yi(F )α∨i (G)α∨j (H).

Then comparing the both sides, we get (6.11), (6.12), (6.13) and (6.14). �

By Proposition 6.2, we easily see that eachdj is a positive rational function incj ’s. Thus,
the map

(c1, c2, · · ·) �→ yj

(
1

d1

)
α∨j (d1)yi

(
1

d2

)
α∨i (d2) · · ·

gives rise to positive structures onB−w0
wherew0 is the longest element of the Weyl group of

typeA2,B2 orG2. Then, if we consider the ultra-discretization of this positive structures, we
obtain the so-called “braid-type isomorphisms” between the tensor products of the crystal
Bi’s([19]).

Proposition 6.3.

(i) If 〈α∨i , αj〉 = 〈α∨j , αi〉 = 0,

φ
(0)
ij : Bi ⊗ Bi ∼−→Bj ⊗ Bi

(x)i ⊗ (y)j �→ (y)j ⊗ (x)i.

(ii) If 〈α∨i , αj〉 = 〈α∨j , αi〉 = −1:

φ
(1)
ij : Bi ⊗ Bj ⊗ Bi ∼−→Bj ⊗ Bi ⊗ Bj,

(z1)i⊗(z2)j ⊗ (z3)i �→(max(z3, z2−z1))j⊗(z1+z3)i ⊗ (−max(−z1, z3−z2))j.

(6.15)

(iii) If 〈α∨i , αj〉 = −1, 〈α∨j , αi〉 = −2,

φ
(2)
ij : Bi ⊗ Bj ⊗ Bi ⊗ Bj ∼−→Bj ⊗ Bi ⊗ Bj ⊗ Bi,
(z1)i ⊗ (z2)j ⊗ (z3)i ⊗ (z4)j �→ (Z1)j ⊗ (Z2)i ⊗ (Z3)j ⊗ (Z4)i,

Z1 = max(z4, z2− 2z1,2z3− z2),

Z2 = max(z1+ z4, z3, z1− z2+ 2z3),

Z3 = −max(−z2,−z4− 2z1,−2z2+ 2z3− z4),

Z4 = −max(−z3+ z4,−z1, z3− z2). (6.16)

(iv) If 〈α∨i , αj〉 = −1, 〈α∨j , αi〉 = −3:
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φ
(3)
ij : Bi ⊗ Bj ⊗ Bi ⊗ Bj ⊗ Bi ⊗ Bj ∼−→Bj ⊗ Bi ⊗ Bj ⊗ Bi ⊗ Bj ⊗ Bi,
(z1)i ⊗ (z2)j ⊗ (z3)i ⊗ (z4)j ⊗ (z5)i ⊗ (z6)j

�→ (Z1)j ⊗ (Z2)i ⊗ (Z3)j ⊗ (Z4)i ⊗ (Z5)j ⊗ (Z6)i,

Z1 = max(z6,3z5− z4,−3z3+ 2z4,−2z2+ 3z3,−3z1+ z2),

Z2 = max(z1+ z6, z1− z4+ 3z5, z1− 3z3+ 2z4, z1− 2z2+ 3z3,

−z1+ z3),

Z3 = z2+ z4+ z6− Z1− Z5,

Z4 = z1+ z3+ z5− Z2− Z6,

Z5 = −max(−z4+ z6,−3z4+ 6z5− z6,−6z3+ 3z4− z6,

−3z2+ 3z3− z6,−3z1− z6),

Z6 = −max(−z1,−z2+ z3,−z4+ 2z5,−2z3+ z4,−z5+ z6). (6.17)

We callφ(k)
ij (k = 0,1,2,3) abraid-type isomorphism.

Proof. The formula in (6.15), (6.16) and (6.17) are obtained by rewriting the ones in[19,
Proposition 4.1]by using:

a1+ (a2+ (a3+ (· · · + (ak)+ · · ·)+)+)+
= max(a1, a1+ a2, a1+ a2+ a3, . . . , a1+ · · · + ak).

In (6.7), the ultra-discretizations of (c1c3+ c2)/c1, c1c3 andc1c2/(c1c3+ c2) are

v

(
c1c3+ c2

c1

)
= max(v(c1)+ v(c3), v(c2))− v(c1) = max(v(c3), v(c2)− v(c1)),

v(c1c3) = v(c1)+ v(c3),

v

(
c1c2

c1c3+ c2

)
= v(c1)+ v(c2)−max(v(c1)+ v(c3), v(c2))

= −max(v(c3)− v(c2),−v(c1))

Thus, replacingv(ci) with zi, we obtain (6.15).
Similarly, considering the ultra-discretizations ofdi’s in (6.8) and (6.9), we get (6.16).

Here note that inProposition 6.3(iii), we suppose〈α∨i , αj〉 = −1, 〈α∨j , αi〉 = −2, which is
the Langlands dual of the condition inProposition 6.2(ii).

In order to get the formula (6.17), we consider, e.g.,v(d1) :

v(d1) = max(−2z2+ 3z3,−3z1+ z2,3z5− z4,−3z3+ 2z4, z6,

z4− z2, z4− z1− z3, z5− z1, z3+ z5− z2) (v(cj) = zj), (6.18)

which seems to be different fromZ1 in (6.17). But, it is easy to see that both are same by
the following simple formula:
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Form1, . . . , mk ∈ R andt1, . . . , tk ∈ R≥0 satisfyingt1+ · · · + tk = 1, we have

max

m1, . . . , mk,

k∑
j=1

tjmj

 = max(m1, . . . , mk)

Indeed, in (6.18) we have

z4− z2 = 1
2A1+ 1

2A4, z4− z1− z3 = 1
6A1+ 1

3A2+ 1
2A4,

z5− z1 = 1
6A1+ 1

3A2+ 1
3A3+ 1

6A4, z3+ z5− z2 = 1
2A1+ 1

3A3+ 1
6A4,

whereA1 := −2z2+ 3z3, A2 := −3z1+ z2, A3 := 3z5− z4 andA4 := −3z3+ 2z4.
Hence we haveZ1 = v(d1). Others are obtained similarly. Thus, considering the Lang-

lands dual, we get the desired result. �

7. Affine perfect crystalB∞ for ŝl2

In this subsection, we see an application of ultra-discretization of geometric crystal on
Schubert cells/varieties defined for̂SL2. This application is valid for only affine case, since
by ultra-discretization we obtain so-called (affinization of)“affine perfect crystals”. In this
sense, the result in this subsection has no counterpart corresponding to reductive cases.

Perfect crystals are defined for quantum affine algebras and they play an important
role in studying solvable lattice models[9,10]. In [8], certain limit of perfect crystals are
introduced, which is denotedB∞. This has a remarkable properties:B(∞) ∼= B(∞)⊗ B∞,
whereB(∞) is the crystal of the nilpotent subalgebra of quantum affine algebraU−q (g) (See
also[20,21]).

Let us recall the affinization ofB∞ for ŝl2. Set weight latticeP = ZΛ0⊕ ZΛ1⊕ Zδ,
whereΛi (i = 0,1) is a fundamental weight andδ is a basis vector of null roots. The simple
roots are expressed byα0 = δ− 2(Λ1−Λ0) andα1 = 2(Λ1−Λ0).

The affine crystal Aff(B∞) is defined as follows:

Aff(B∞) := {zk(l)|k, l ∈ Z}, wt(zk(l)) := kδ+ 2l(Λ0−Λ1), (7.1)

ε0(zk(l)) := −l, ϕ0(zk(l)) := l, ε1(zk(l)) := l, ϕ1(zk(l)) := −l, (7.2)

ẽ0(zk(l)) := zk+1(l+ 1), f̃0(zk(l)) := zk−1(l− 1), (7.3)

ẽ1(zk(l)) := zk(l− 1), f̃1(zk(l)) := zk(l+ 1). (7.4)

Here note that̃fi = ẽ−1
i .

Now, forG = ŜL2, set

B−s0s1 = {Y (c0, c1) := y0

(
1

c0

)
α∨0 (c0)y1

(
1

c1

)
α∨1 (c1)|c0, c1 ∈ C

×},
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as inSection 5, which is isomorphic to the Schubert cellX(Λ)s0s1 as a geometric crystal.
Now we consider the following positive structure onB−s0s1:

θ0 : (C×)2 −→ B−s0s1
(k, l) �→ Y

(
k, k

l

) (7.5)

Proposition 7.1. We haveUDθ0(B−s0s1) ∼= Aff(B∞).

Note that the algebrâsl2 is self-Langlands dual.

Proof. First, let us see the actions ofeci onY (k, k/ l) explicitly. By (5.8), we get

ϕ0

(
Y

(
k,
k

l

))
= 1

k
, ϕ1

(
Y

(
k,
k

l

))
= kl,

and then it follows from (4.11) and (4.12) that

ec0

(
Y

(
k,
k

l

))
= x0(k(c − 1))

(
Y

(
k,
k

l

))
= Y

(
ck,

k

l

)
, (7.6)

ec1

(
Y

(
k,
k

l

))
= x1

(
c − 1

kl

)(
Y

(
k,
k

l

))
= Y

(
k,
ck

l

)
. (7.7)

Therefore, γ ◦ θ0 : (C×)2→ T and ei,θ0 := θ−1
0 ◦ eci ◦ θ0 : (C×)2→ (C×)2 are de-

scribed:

γ

(
Y

(
k,
k

l

))
= α∨0 (k)α∨1

(
k

l

)
,

e0,θ0 : (k, l) �→ (ck, cl), e1,θ0 : (k, l) �→
(
k,
l

c

)
. (7.8)

Thus, by applyingUD we obtain

wt : Z
2 −→ X∗(T )

(k, l) �→ kα0+ (k − l)α1 = kδ+ 2l(Λ0− λ1),
(7.9)

ẽc0 : Z
2 −→ Z

2,

(k, l) �→ (k + c, l+ c), (7.10)

ẽc1 : Z
2 −→ Z

2,

(k, l) �→ (k, l− c), (7.11)

which coincide with (7.1) and the actions of ˜eci in (7.3) and (7.4). �
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